**BONE HISTOMORPHOMETRY**

**Executive Summary:**

Bone histomorphometry allows quantitative evaluation of bone micro-architecture, bone formation, and bone remodeling by providing an insight to cellular changes. Histomorphometry plays an important role in monitoring changes in bone properties because of systemic skeletal diseases like osteoporosis and osteomalacia. Besides, quantitative evaluation plays an important role in fracture healing studies to explore the effect of biomaterial or drug treatment[1]. However, until today, to our knowledge, bone histomorphometry remain time-consuming and expensive. Information obtained from both static and dynamic histomorphometry provides a valuable profile of bone turnover as well as mineralization and bone quality, features that can comprehensively be assessed with reliability only from a biopsy[2]. Traditionally measurements performed with static and dynamic histomorphometry involve manual visual feature identification by trained professionals with creation of feature maps that are then quantitated by proprietary image analysis software programs (Osteomeasure™, Bioquant™). There is a high interoperability issue between pathologists drawing the feature maps. To overcome these drawbacks in manual process including the need for trained personnel engaging in a time-consuming process as well as potential subjectivity and both inter- and intra- operator variability we propose the development of an automated image analysis software based on a machine-learning algorithm that would create the feature maps for analysis.

**Methods and Algorithms:**

The availability of a vast library of human and animal histological images of bone that have available feature maps at the University of Kentucky Bone Lab provides a rich and ready source of training information. The advantages of such an algorithm would include

* More widespread use of quantitative histomorphometry in clinical diagnostics
* More efficient and speedier workflow models in reporting bone histology
* More widespread use of quantitative histomorphometry for research
* Improvement in efficiency in related research protocols
* Better standardization of image feature extraction, and tissue classification
* Potential for combining digital pathology derived image measurements with biochemical or even “omics” data for better disease prediction.

While computational image analysis tools for predictive modeling of digital pathology images have been developed for soft tissue pathology and are finding applications in cancer diagnostics4, their application to the realm of bone histology and histomorphometry are still underdeveloped5. There is clearly a need for optimized algorithms to improve quantitative histomorphometry applications.

In this project, we propose to exploit the emerging deep learning (DL) techniques to automate the analysis of histological images. Recently DL techniques have been widely used for medical imaging data of various modalities in radiology, such as diagnosis based on images of CT, Magnetic Resonance (MR), X-ray, and Positron Emission Tomography (PET). They have provided state-of-the-art performance for various tasks, e.g., aiding with diagnosis, predicting patients’ outcomes, decoding tumor phenotypes [4], and finding gene-protein signatures [3]. In particular, a special class of DL models, convolutional neural networks (CNNs), has achieved great success in medical imaging analysis. Various DL approaches based on CNNs have been proposed for learning feature representations, detecting lesions, classifying the images, and prognosticating treatment effects, in applications such as lung node and mass segmentation [5,6,7], nuclei detection on breast cancer histopathology images[8], and medical image synthesis [9]. Despite the broad applications of DL techniques on medical imaging data, they remain to be exploited for histological images of bone biopsies.

This project will develop an automated, high-performance, fast, validated software for bone histology and histomorphometry by exploring and exploiting the advantages of DL. Specifically, we will apply a contemporary CNN-based DL model, U-Net, which achieves state-of-the-art performance for various medical segmentation tasks. For example, the CNN-based U-Net achieves accurate, automatic tumor detection and segmentation task[10]; the tight frame U-Nets can effectively recover high-frequency edges in sparse view-CT[11].

1. ***Net:***

The UNET was developed by Olaf Ronneberger et al. for Bio Medical Image Segmentation. The architecture contains two paths. First path is the contraction path (also called as the encoder) which is used to capture the context in the image. The encoder is just a traditional stack of convolutional and max pooling layers. The second path is the symmetric expanding path (also called as the decoder) which is used to enable precise localization using transposed convolutions. Thus it is an end-to-end fully convolutional network (FCN), i.e. it only contains Convolutional layers and does not contain any Dense layer because of which it can accept image of any size[12]. Using U-net we build a semantic segmentation model on histomorphometric images of the patients. The goal of semantic image segmentation is to label each pixel of an image with a corresponding class of what is being represented. Because we’re predicting for every pixel in the image, this task is commonly referred to as dense prediction. One important thing to note is that we're not separating instances of the same class; we only care about the category of each pixel[13].

**Approach:**

The first step in model building process is generating the labels for the images. The original images are annotated using the feature maps as the ground truth generated by the pathologist using osteomeasure. The data set contained 9 patient feature maps each map divided into individual segments totaling to 142 images. Each image is annotated using ‘labelme’ annotation tool for semantic segmentation. The total number of classes present in the images were 12 including Bone, Void, Osteoid, Osteoblast Srf, Osteoblasts, Eroded surface, Osteclast Srf, Osteoclasts, Wall, Single label, Double Label, and Eroded depth. We selected the 4 dominant classes for this analysis which include one, Void, Osteoid, and the Osteclast Srf. The masks generated using the annotation tool were divided into train and test sets as labels along with the original images. A total of 80 images for were used for training and testing purpose where 60 were used for training and 20 were kept aside for testing. The pixel values for the image labels are changed to match close to each other for the model to converge faster. The u-net model is trained on the images for 2 epocs. Achieved a training accuracy of 97%.

**Results:**

The model is tested on 20 images with 4 classes. The performance of the model can be estimated using accuracy and dice coefficient. While accuracy is easy to understand, it is not the best metric. When our classes are extremely imbalanced the accuracy could be really high whereas your model is returning a completely useless prediction. While on the other hand Dice coefficient is better metric, simply put, the Dice Coefficient is 2 \* the Area of Overlap divided by the total number of pixels in both images. The Dice coefficient is very similar to the IoU ranging from 0 to 1, with 1 signifying the greatest similarity between predicted and truth[14].

The average Dice similarity for different classes observed on test images are below:

|  |  |
| --- | --- |
| **Class** | **Dice Similarity** |
| Bone | 0.91117 |
| Osteoid | 0.83957 |
| Void | 0.95356 |

**Future Work:**

1. Annotate more histological images for training and validation. Drs. Rao and Lima will manually annotate 2500 histological images of bone biopsy based on their medical expertise. The entities of interest, including osteoid surface, osteocytes, osteoblasts, and osteoclasts surface, will be segmented and labeled, resulting in a mask containing such segmentation and label information for each image. Thus, the annotation will generate 2500 matched image and mask pairs. These annotated images will be partitioned into two independent sets, with 2000 in the training set and the remaining in the validating set.

2. Perform the training of the U-Net model and validate the trained DL model. The trained U-Net algorithm will be validated on the independent set of 500 annotated testing images. Expert opinions will be used to subjectively evaluate the quality of automatic segmentation of osteoid surface and osteoclasts surface. The performance will be objectively measured with the following metrics: Dice loss for segmentation of osteoid surface and osteoclasts surface, which measures the contact ratio between the predicted mask and ground truth 13; the detection accuracy, precision, and recall for osteocytes and osteoblasts.
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